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Chapter 1

Introduction

The acceptance of scattered radiation in the projection data of x-ray computed tomog-

raphy (CT) imaging causes inaccuracies in measured attenuation coefficients, which re-

duces the quality of the reconstructed image. Specifically, it degrades the low-contrast

detectability [5] and causes the appearance of cupping and streak artifacts [10, 12, 6].

The effect depends strongly on the type of scanner and the object being imaged. Monte

Carlo simulation is the preferred method for studying particle transport; it has been

used previously to estimate scatter in conventional diagnostic CT (as opposed to micro-

CT, which is used for small animal imaging) and also in PET and SPECT [3] [15] [17]

[20] [27]. Most of the previous CT studies simulated the pencil-beam or fan-beam ge-

ometries. Beekman and collaborators [4] have found that scatter profiles in cone beam

micro-CT are smooth but not uniform, and in [31] they propose an iterative scatter cor-

rection scheme based on Monte Carlo simulation. This method is basically the same as
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that already used in PET and SPECT. It takes the scatter-contaminated reconstruction

as the zeroth-order image. The Monte Carlo code simulates scatter on this reconstruc-

tion, and the scatter projections are then incorporated to obtain a scatter-corrected

reconstruction. The reconstruction may be obtained either with analytical (Feldkamp)

or statistical (Ordered Subsets Convex, OSC) algorithms. In the analytical reconstruc-

tion, the scatter projections are simply subtracted from the original projection data. In

the statistical case, the scatter projections are incorporated as background terms in the

update equation.

We have written a Monte carlo simulation code, independent of any other existing

code, to calculate the scatter to primary ratio S/P of detected radiation in a particular

micro-CT scanner. The Beekman group has reported S/P values of 5−10% in micro-CT,

rising to 100% for high density objects. We want to determine the magnitude and effect

of scatter contamination in cone beam micro-CT, taking the MicroCAT tomograph [22]

from ImTek, Inc. (Knoxville, TN, USA) as our prototype scanner. In particular, we are

interested in S/P for objects of practical interest in clinical research, namely laboratory

mice. If the magnitude of the detected scatter is non-negligible then scatter correction

is necessary for quantitative micro-CT imaging.

We first discuss the physics involved, including x-ray production at the source and

photon transport in the scanned object. We next describe how the physics is imple-

mented in the Monte Carlo code. The simulation is then compered to the results of a

validation experiment using the beam stop method, with Lucite blocks as the scattering

2
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object. Finally, we simulate scattering on a mouse object. The magnitude of S/P for

this object will indicate whether scatter correction is necessary in practice for quanti-

tative imaging. We then compare the results of mouse objects thresholded with five

component materials (air, water, soft tissue, muscle, and bone) with results from single

component mouse objects. If the scatter from a five-component mouse object is nearly

the same as that from a mouse object composed entirely of water or soft tissue, for

example, then we need only simulate scattering on the simpler object to make scatter

corrections.

3
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Chapter 2

Physics of Photon Transport

2.1 Overview

X-rays are emitted from the source and illuminate the object. An x-ray photon which

enters the object to be imaged may be absorbed or scattered (or both), or may pass

through without interacting. A fraction of the radiation emerging from the object

will hit the detector. The modern CCD detectors have a response that is very nearly

energy independent and proportional to the photon flux (i.e. they are nearly ideal) [13]

[16] [29]. We therefore confine our attention to the physics of the x-ray beam and of

photon transport in the object. Our simulation assumes that all photons incident on

the detector are actually detected.

4
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2.2 X-ray Source

X-rays are generated at the source with an energy spectrum characteristic of the anode

material, which is commonly tungsten, and the anode potential. The energy spectrum

has the general shape of a broadly peaked distribution between 0 and a cutoff equal to

the maximum energy attainable by an electron accelerated through the anode potential,

with peaks superposed at characteristic edge energies. The diagnostic energy range

typically lies below 100 keV.

When electrons are accelerated in the x-ray tube through the anode potential and

bombard the anode, they scatter off the atomic electrons and nuclei. Most (roughly

99% for anode potentials below 1 MeV) lose energy little by little in a series of glancing

collisions, eventually diffusing into the anode. The rest contribute radiation to the x-ray

beam by one of two mechanisms: bremsstrahlung or atomic transition. Bremsstrahlung

is the radiation directly produced by the acceleration of a charged electron during a

collision. It has a continuous spectrum with wide distribution of energies and the

general shape of a broad peak, with a maximum energy equal to the kinetic energy

of the bombarding electrons. This energy in keV is numerically equal to the peak

anode potential in kVp, which is the usual unit since the anode potential is commonly

obtained from an AC source. The second mechanism begins with the ionization of an

anode atom. The incident electron ejects an inner shell atomic electron, typically from

the K or L shell. An outer electron then drops to fill the vacancy, losing a photon with

characteristic energy equal to the energy difference between the atomic levels.

5
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The resulting x-ray spectrum is a superposition of the continous bremsstrahlung

spectrum and the characteristic lines from atomic transitions. Approximately equal

numbers of electrons lose energy by each of these mechanisms, but the bremsstrahlung

radiation is directional whereas the characteristic radiation is isotropic. The bremsstrahlung

intensity is greatest in directions perpendicular to the acceleration vector of the scatter-

ing electron. The relative beam composition can therefore be controlled somewhat by

the direction of collimation. The ideal x-ray beam for imaging would be monoenergetic.

In practice it should be as uniform as possible. Imaging therefore favors the continuous

spectrum, so the beam is collimated so as to maximize this component. In addition, the

beam is filtered through a thin (on the order of 1 mm) slice of aluminum, which removes

characteristic lines from the low energy end where they dominate the spectrum.

Tungsten anode energy spectra at 50 kVp and 80 kVp are well simulated in Fig.

(2.1). The theoretical spectra are generated from the TASMIP code of Boone and

Seibert [1], which polynomially interpolates measured constant potential tungsten anode

x-ray spectra at 1 keV intervals. The Kα and Kβ lines are obvious in the 80 kVp

spectrum at approximately 59 and 68 keV, respectively.

The focal spot size can be controlled by collimation and by the angle of the anode

surface with respect to the electron beam. The spatial intensity distribution and the

geometrical shape of the beam, which is determined by collimation, are the other factors

specifying the nature of the source x-rays .

6



www.manaraa.com

0 10 20 30 40 50 60 70 80 90
0

2000

4000

6000

8000

10000

12000

14000

E [keV]

P
(E

)

E = 50 kVp   106 photons

Theory
Simulation

0 10 20 30 40 50 60 70 80 90
0

0.5

1

1.5

2

2.5

3

3.5
x 10

4

E [keV]

P
(E

)

E = 80 kVp   106 photons

Theory
Simulation

Figure 2.1: Tungsten anode x-ray energy spectrum at a) 50kVp and b) 80 kVp
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2.3 Attenuation Lengths

The intensity I(d) of primary radiation decreases exponentially with distance d in

traversing a material with density ρ and total attenuation coefficient µtot as

I(d) = I0 e−ρµtotd. (2.1)

The dominant interactions of radiation in matter at energies below 1 MeV are pho-

toelectric absorption, coherent scattering, and incoherent scattering. Neglecting the

subdominant interactions (electron-positron production in the fields of the nucleus and

of the atomic electrons, and the photonuclear interactions), the total attenuation coef-

ficient is given as the sum µtot = µpe + µcoh + µincoh. Our code uses the attenuation

coefficients of the XCOM code at NIST [21]. Fig. (2.2) shows the photon attenuation

coefficients for Lucite (polymethyl methacrylate, also known as plexiglass.) The photon

attenuation and scattering properties of Lucite are very similar to those of soft tissue,

so it is a commonly chosen tissue equivalent phantom material. Fig. (2.3) compares

the theoretical exponential attenuation of a pencil beam of 40 keV photons in Lucite

with the results of the simulation. A linear fit of the simulation points correctly repro-

duces the total attenuation coefficient µtotal = 0.235 cm2/g. Fig. (2.4) compares the

theoretical exponential attenuation by scattering with scattering attenuation coefficient

µscatt = µcoherent + µincoherent = 2.02 cm2/g to the simulation results, also at 40 keV.

S′ here is the number of photons that has scattered at least once. For small Lucite

8
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Figure 2.3: Total attenuation of 40 keV monoenergetic x-rays in Lucite
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Figure 2.4: Attenuation of 40 keV monoenergetic x-rays by scattering in Lucite. The
theoretical curve corresponds to the total number of scatters, whereas the simulation
curve refers to the number of scattered photons. The departure with greater Lucite
depth indicates the onset of multiple scattering.
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depths, the simulation follows the theoretical curve, indicating that multiple scattering

is negligible here. The departure at larger Lucite depths thus indicates the onset of

multiple scattering. It has been verified that by counting the total number of scatter

interactions in the simulation, instead of the number of scattered photons as is shown in

Fig. (2.4), and using the photon path length as the Lucite depth, the theoretical curve

is accurately reproduced.

2.4 Photoelectric Absorption

A photon interacting with an atom by the photoelectric effect is completely absorbed

and ejects an atomic electron accompanied by a small intensity of flourescence x-rays.

These flourescence x-rays have energies below 5 keV for low-Z elements typical of soft

tissue and tissue equivalent materials like water and Lucite. Photoelectric absorption is

the dominant interaction at low photon energies (below about 25 keV in these materials.)

2.5 Coherent Scattering

A coherently scattered photon is elastically scattered at an angle θ (relative to its direc-

tion before scattering) with a distribution given by the coherent scattering differential

cross section:
(

dσ

dΩ

)

coh

=
r2
e

2
(1 + cos2(θ))F 2

m(x) (2.2)

11
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where re is the classical electron radius, F (x, Z) is the atomic form factor for the element

of atomic number Z, and x is the momentum transfer variable. The form factor depends

on the angle θ and energy E of the scattered photon only through the combination given

by the momentum transfer variable:

x =
E

hc
sin(θ/2) (2.3)

where hc = 1.239841857keV nm. This cross section is the product of the material-

independent Thomson differential cross section

(

dσ

dΩ

)

Thomson

=
r2
e

2
(1 + cos2(θ)) (2.4)

and the square of the atomic form factor Fm(x).

The atomic form factor accounts for the interference between the atomic electrons,

and dominates the angular distribution. The square of the molecular form factor is

often calculated as the sum of the squares of atomic form factors weighted by the

relative atomic abundances ni in the molecule:

F 2
mol(x) =

∑

i

niF
2(x, Zi). (2.5)

This ‘free gas model’ or ‘independent atomic model’ (IAM) assumes each atom scatters

independently of its neighbors. It does not take into account the collective molecular

12
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interference effects of atoms within the molecule and between atoms in closely spaced

molecules, and is inadequate at small momentum transfer [23].

Johns and Yaffe [11] showed that the (IAM) form factors do not correctly predict

the scattering distribution of x-rays on water, which was measured by Narten [18] and

Narten and Levy [19] for 17.4 keV x-rays from a molybdenum source between x = 0.4

and 12.7nm−1. They found that the measured molecular form factors were required

for agreement. The main effect of using these measured form factors is to shift the

peak of the distribution slightly away from 0◦ (from the forward direction) and to

superimpose diffraction peaks on the smooth IAM distribution. These diffraction peaks

become very pronounced in the distributions of highly ordered materials, for which the

IAM description breaks down. The IAM and measured distributions agree in the limit

of large momentum transfer. Since the scattering distributions of most tissues appear

very similar to water [14], it is expected that the measured molecular form factors should

be used for a quantitative simulation of scattering in CT imaging. Our code uses the

measured molecular form factors of [23] for Lucite and water. Molecular form factors for

other materials are formed from equation 2.5 using the atomic form factors of Hubbel,

et al. [7].

Coherent scatter dominates incoherent scatter at low energies (below about 10 keV).

Even though the µcoherent < µincoherent above this, there are two reason why coherent

scatter is expected to be important in the simulation. First, coherent scatter strongly

dominates incoherent scatter in the forward direction. Since the CT scanner detector

13
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will be essentially in the forward direction, an accurate description of coherent scat-

tering, especially for small momentum transfer, is crucial. Second, as the energy of

a coherently scattered photon is unchanged, it is not any more likely to be absorbed

after scattering than before. An incoherently scattered photon generally loses energy

by scattering and is therefore more likely to be absorbed after scatter (and therefore

not be detected) since µpe increases with decreasing photon energy.

The angular distributions for coherent scattering at three different energies within

the relevant energy range are shown in Fig. (2.5), and the simulations agree very well

with theoretical expectations.

2.6 Incoherent Scattering

The angular distribution of an incoherently scattered photon is given by

(

dσ

dΩ

)

incoh

=
r2
e

2

(

E′

E

)2 (

E′

E
+

E

E′
+ cos2(θ) − 1

)

Sm(x) (2.6)

which is the product of the Klein-Nishina formula

(

dσ

dΩ

)

Klein−Nishina

=
r2
e

2

(

E′

E

)2 (

E′

E
+

E

E′
+ cos2(θ) − 1

)

(2.7)

and the incoherent scattering function Sm(x). Here E and E ′ are the energies of the

incoming and scattered photons, respectively. The scattered photon transfers energy

and momentum to an atomic electron in the collision and emerges with energy E ′ given

14
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Figure 2.5: Coherent scattering distributions of monoenergetic x-rays in Lucite.

15



www.manaraa.com

by

E′ = E/[1 + (E/mec
2)(1 − cos(θ))], (2.8)

which merely states energy conservation for the interaction. The Klein-Nishina formula

describes the angular distribution of photons incoherently scattered from free electrons

[9]. It breaks down for photon energies comparable to the binding energies of the inner

shell atomic electrons. The magnitude of the scattering function is essentially a measure

of this binding energy [25]. Incoherent scattering is not a collective effect, so in this case

the molecular scattering function is expected to be accurately constructed as the sum

of atomic scattering functions weighted by the relative atomic abundances:

Smol(x) =
∑

i

niS(x, Zi). (2.9)

Incoherent scattering dominates at energies above about 10 keV.

Our code uses the incoherent scattering functions of Hubbel, et al. [8]. Relative

atomic abundances for muscle, soft tissue, and bone (used in the mouse simulation) are

taken from XCOM [21]. The angular distributions for incoherent scattering at three

different energies within the relevant energy range are shown in Fig. (2.6), and the

simulations agree very well with theoretical expectations. Fig. (2.7) compares the

energy distribution of incoherently scattered photons with theoretical expectations, and

again the agreement is very good.
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Figure 2.6: Incoherent scattering distributions of monoenergetic x-rays in Lucite.
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Figure 2.7: Energy distribution of Compton scattered photons at a) 40kVp and b) 60
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2.7 Geometry

There are several coordinate systems in use, connected by rotation matrices. One sytem

is fixed in the laboratory frame of reference, one system is fixed in the scanner and ro-

tates with it around the object to obtain tomographic projections, and one system is the

frame of reference of the current photon. This last system is the reference system for the

angular probability distributions when the photon scatters in a new direction. As evi-

dence that the geometry has been coded correctly, Fig. (2.8) shows the projection of the

scatter component of a 80 kVp pencil beam of photons incident on a 30 mm thick Lucite

block. The result is intuitively what one would expect. The beam is aimed off center to

so that any errors in geometrical transformation between the photon coordinate system

and the scanner coordinate system might be revealed. The azimuthal independence is

apparent. Also apparent is the intensity suppression in the exact forward direction and

the intensity peak in the near forward direction.
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Pencil beam of 80 kVp photons on 30 mm thick Lucite: Scatter Component
3× 108 photons
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Figure 2.8: The projection of the scatter component of a 80 kVp pencil beam of photons
incident on a 30 mm thick Lucite block.
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Chapter 3

Description of the Monte Carlo

Program

3.1 Random Number Generation

Monte Carlo simulation requires large quantities of high quality (pseudo-)random num-

bers, so it is important to use a random number generator that has passed a number

of statistical tests of randomness and that has a large enough period. We consider the

simulation of the validation experiment, described below, to estimate the number of

random numbers needed by the code. That simulation uses 600M photons per projec-

tion with a 512 × 512 × 768 voxel space. Each photon requires three random numbers

to determine its initial energy and direction. At each voxel, one random number deter-

mines which interaction occurs, and if the interaction is either coherent or incoherent
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scatter, then two more are needed to determine the outgoing direction. If a photon

traverses a number of voxels on the order of 1000 and if we assume, to obtain an upper

limit, that the interaction at each voxel is a scatter, then there may be

600M(photons)

×3(initial energy, angles)

×1000(voxels)

×2(scatter angles)

= 3.6 × 1011

(3.1)

random numbers per projection. If there are 360 projections, as may be required for

tomographic imaging, then

360 × 3.6 × 1012 = 1.3 × 1015 (3.2)

uncorrelated random numbers are necessary. This code uses the combined multiple

recursive generator of the SPRNG [28] library. Its period of approximately 2219
≈ 1066

is expected to be large enough for our simulation. Only if the number of photons or the

voxel space dimensions were increased by orders of magnitude would a generator with

a greater period be needed. The combined multiple recursive generator is defined by

z(n) = x(n) + y(n) · 232 mod 264 (3.3)
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where y(n) is the sequence generated by the following prime modulus multiple recursive

generator

y(n) = 107374182 · y(n − 1) + 104480 · y(n − 5) mod 2147483647 (3.4)

and x(n) is the sequence generated by the 64 bit linear congruential generator

x(n) = a · x(n − 1) + p mod 264. (3.5)

Here a is a multiplier set during initialization and p is a prime number. Different p s

produce reasonably independent streams of random numbers. The random number

generator returns the 31 high order bits of z(n). Each node in the parallelized code uses

its MPI rank as the seed, i.e. the starting point for the generator. The SPRNG library,

designed to be scalable and portable to a large variety of architectures, was developed

especially for large scale Monte Carlo calculations.

3.2 Description of the Code

The Monte Carlo code tracks each photon from production at the source until it is

absorbed in the object or leaves the voxel space of the object and is either detected

or misses the detector. The energy E of a source photon is determined by random

sampling of the energy distribution P (E). A random number ξ with a flat distribution
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on the interval [0, 1) determines E from

ξ =

∫ E

0
P (E) dE /

∫ ∞

0
P (E) dE (3.6)

by the inversion method [24] . The focal spot is taken to be a point, from which the

photon emanates with a direction sampled from the angular distribution of the x-ray

beam. This distribution must be measured in the actual scanner to be simulated.

Photons are assumed to have no interactions in the air surrounding the voxel space, so

the direction of the source photons determines its entry point into the voxel space and

its direction at that point.

Each voxel is labled with a material type by the material map that specifies the

geometrical location and composition of the object in the voxel space. A material type

specifies a density and a set of characteristic attenuation coefficients for the three in-

teractions, which determine the interaction probabilities in the voxel, and characteristic

form factors Fm(x) and scattering functions Sm(x) which determine the angular distri-

butions of photons scattered in the voxel. The size of the voxel space is determined by

the scanner geometry, which is specified by the detector dimensions Ldet
x and Ldet

z and

the distances LSD between the source and detector and LSC between the source and

center of rotation of the scanner. The scanner-fixed coordinate system referred to is

right handed with origin at the center of rotation, the center of the detector in the ŷ

direction, and the scanner rotation axis in the ẑ direction. The voxel space dimensions

Lvox
x , Lvox

y , andLvox
z are determined such that the voxel space fully intersects the solid
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angle formed between the source point and the detector. The voxel dimensions wvox
x ,

wvox
y , wvox

z are determined from the voxel space dimensions and from the user input

resolution N vox
x × Nvox

y × Nvox
z .

The path length d of the photon trajectory through the voxel is computed with an

algorithm that appears essentially equivalent to the one proposed by Siddon [26]. The

probabilities P (i), i = 0...3 for the photon to have each of the three possible interactions

(photoelectric absorption, coherent scatter, and incoherent scatter) or no interaction

are computed as

P (i) = (1 − e−ρiµid)
∏

j=0,3

j 6=i

e−ρjµjd/N (3.7)

where N is a normalization factor. The interaction in the voxel is then determined by

random sampling.

If the photon is absorbed by the photoelectric effect, its history ends. The floures-

cence x-rays are not traced, as their energies are below 5 keV for the low-Z tissue

equivalent materials. 5 keV is taken as the low energy cutoff; a photon with energy less

than 5 keV is assumed to be absorbed.

If the photon scatters coherently, it is scattered from the center of the path within the

voxel at an angle θ ∈ [0, π], relative to its incoming direction, determined by sampling the

coherent scattering differential cross section
(

dσ
dΩ

)

coh
and at azimuthal angle φ ∈ [0, 2π)

sampled from a flat distribution. θ is determined using the generalized rejection method

of Carter and Cashwell [2], which regards
(

dσ
dΩ

)

coh
as the product of two probability

distributions
(

dσ
dΩ

)

Thomson
and F 2

m(x). x is first determined by sampling F 2
m(x) with
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the inversion method:

ξ =

∫ x

0
F 2

m(x) dx /

∫ xmax

0
F 2

m(x) dE (3.8)

where xmax = E/hc. The corresponding angle θ (equation 2.3) is then accepted with

probability
(

dσ
dΩ

)

Thomson
. The photon history then continues at the same energy and

with the new direction and position.

The incoherent interaction is handled like the coherent interaction with
(

dσ
dΩ

)

Compton

and the scattering function Sm(x) in place of
(

dσ
dΩ

)

Thomson
and the square of the form

factor F 2
m(x), respectively. In addition, the energy E ′ of the scattered photon differs

from the energy E of the incoming photon according to equation 2.8. If E ′ > 5 keV

the photon history continues with the new energy; if E ′ < 5 keV the photon is assumed

to be absorbed and its history ends.

A photon is tracked until its history ends or until it leaves the voxel space. If it

exits the voxel space, its exit point and direction determine which detector cell it hits

or whether it misses the detector. The detector is divided into cells according to the

user input detector Ndet
x ×Ndet

y ×Ndet
z . A photon that hits a detector cell is assumed to

be detected there. The output of the code is the distribution of detected primary and

scattered radiation, and the total numbers of absorbed photons, scattered photons, and

photons that missed the detector. For tomographic simulation, the source is rotated

about the rotation axis in small increments and a projection made from each viewpoint.

The Monte Carlo code is written in C, with many Matlab scripts for pre- and post-
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processing (e.g. map thresholding, data assimilation and analysis, etc.). The input

attenuation map is stored as an array of short integers. The results are arrays the

size of the detector space containing the number of scattered and primary photons

collected at each detector cell and are stored as integers. The probability distributions

are accessed by table lookup and inverted by linear interpolation. The table for a

distribution P (x) contains columns for the independent variable x, the distribution

P (x), and the cumulative distribution P̃ (x) =
∫ x
x0

P (x) dx. The value x selected by a

random number ξ is determined by first finding i from the table such that P̃ (xi−1) <

ξ < P̃ (xi). x is then found by linear interpolation of P (x), which amounts to quadratic

interpolation of P̃ (x). This is important, since linearly interpolating P (x) directly leads

to a stair-step pattern in the simulation data. The compute time scales approximately

linearly with the number of photons and the sizes of the voxel and detector spaces.
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Chapter 4

Validation

4.1 Validation Experiment

Experimental projections were made of phantoms composed of Lucite slabs and lead

stops in a CT micro-scanner. The rotation axis is horizontal in the scanner, and the

projection angle was chosen so that the beam axis was vertical with the x-ray source

was at the high side and the detector at the low side. With this arrangement a Lucite

block may rest in the sample bed with the lead placed on top of the Lucite, nearer to

the source. The Lucite was cut into blocks of various thicknesses with 90 × 60 mm2

area perpendicular to the beam axis, which is chosen large enough that all of the beam

intersects the phantom. Lead of thickness 1.59 mm was cut into small, somewhat square

pieces of various sizes (the sizes are given as approximate edge dimension) to serve as

stops. Since a lead stop should stop most of the radiation incident upon it, most of

the radiation detected behind it in the shadow region should have been scattered there
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from the Lucite.

The scanner had a tungsten anode x-ray source and was operated at an anode voltage

of 80 kVp and an anode current of 500 µA. The exposure time was 375 µs. The source

to detector distance LSD = 359.68 mm and the source to center of rotation distance

LSC = 274.52 mm. The effective dimension of a detector cell wdet = .16176 mm, with a

binned resolution of 512 × 768 cells.

Fig. (4.1) compares the experimental results with those of the simulation for an 80

kVp x-ray beam scattering on a 12.0 mm thick Lucite slab with lead stops of size 4mm,

6mm, 8mm, and 10mm on a line through the projection of each stop. The experimental

projections of the stops have noticeably rounded edges compared with the simulated

projections. This is probably due to two main effects. First, the focal spot size of the

real x-ray beam is finite, whereas the simulation regards it as a point. A finite focal

spot size will blur edges. Second, the lead pieces are not precisely of uniform thickness;

the edges become crimped and distorted when the stops are cut out, since lead is a

very soft material and precision machining was not possible. The agreement is therefore

expected to be better for larger size stops, for which the rounded experimental edges on

opposite sides of the stop are nonoverlapping, and this trend is clearly evident in Fig.

(4.1).
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Figure 4.1: Comparison of experimental and simulation results for 80 kVp beam illumi-
nating a 12.0 mm thick Lucite slab with lead stops of size a) 4mm, b) 6 mm, c) 8mm,
and d) 10 mm.
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If TS is the intensity of detected radiation behind the lead stop and TSP is intensity

of detected radiation in the same region but with no lead stop, the S/P ratio should

be given by S/P = TS

(TSP−TS) assuming the stop blocks all radiation incident upon

it. If a fraction x of the incident primary radiation is unblocked by the stop, then

S/P = (TS−xTSP )
(TSP−TS) . (x can be calculated from the attenuation coefficients for lead.) The

scatter to primary ratios calculated in this way are plotted in Fig. (4.2) for an 80 kVp

beam incident on a 12.0 thick slab of Lucite as a function of lead stop size. A region of

interest interior to the lead stop shadow region is selected for tabulation. This region is

smaller than the shadow region to avoid edge effects. The agreement is good for the 10

mm stop: S/Pexpt = 0.0606 and S/Psim = 0.0600. The agreement worsens as the size

of the stop decreases, as expected. The relative error is 0.96%, 16.39%, 33.97%, and

52.11% for the 10mm, 8mm, 6mm, and 4mm stops respectively.

Fig. (4.3) plots the simulation results for S/P as a function of Lucite thickness.

One set of points tabulates photons over the entire detector and the other set tabulates

photons over a small region of interest at the center of the detector. The latter is

larger in general for a given Lucite thickness. S/P is just below 0.14 for the 24.0mm

thick Lucite block and decreases approximately linearly to zero with decreasing Lucite

thickness.
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Figure 4.2: S/P ratio for 80 kVp beam scattering on 12.0 mm thick Lucite, as function
of lead stop size.
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4.2 Simulation on a Mouse Reconstruction

We are interested in the amount of detected scatter in a projection of a typical mouse

object. Fig. (4.4) shows a slice of a 256 × 256 × 511 mouse reconstruction. To convert

this to an input attenuation map for the simulation each voxel must be labeled as a

material type with known attenuation coefficients and scattering properties. A typical

mouse is composed primarily of soft tissue, muscle, water, and bone, and is assumed to

be surrounded by air. We therefore want to threshold the attenuation map to create

an indexed map. Fig. (4.5) shows the plot of a line through the attenuation map

with material thresholds superimposed. This line is the x-voxel = 100 line of the slice

shown in Fig. (4.4); it is approximately the mouse axis and is expected to intersect

each of the main mouse component materials as most of it is interior to the mouse.

The thresholds are ordered according to their total attenuation coefficients, but their

exact placement is basically objective. The results of the simulation are not expected

to depend significantly on the exact threshold levels, as the attenuation and scattering

properties of water, soft tissue, and muscle are extremely similar. The bone threshold is

probably the most significant factor; it also is the most easily placed, using the heuristic

that bone should be visible as skull, ribs, and tail in the indexed map. We see in Fig.

(4.5) spikes where the skull and tailbone are, an air gap at z-voxel ≈ 420 between the

body and the tail, surrounding air at z-voxel <
∼ 30 and z-voxel >

∼ 450, and an internal

air pocket at z-voxel ≈ 225. These features were considered in placing the low and high

thresholds. There appear to be regions of similar intensity I (with some noise) at the

33



www.manaraa.com

slice of 256x256x511 mouse attenution map
y−voxel = 128

z−detector pixel

x−
de

tec
tor

 pi
xe

l

50 100 150 200 250 300 350 400 450 500

50

100

150

200

250

0.005

0.01

0.015

0.02

0.025

0.03

0.035
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Figure 4.6: Indexed map of the mouse.

intermediate intensities I ≈ .006 and I ≈ .004 (arbitrary units), and these influenced

the placement of the two intermediate thresholds. Fig. (4.6) shows the resulting indexed

mouse map. The skull, ribs, and tailbone are indeed visible as bone and correspond

nicely with the same features in the original attenuation map of Fig. (4.4). With this

thresholding, the mouse composition turns out to be 0.69% air, 25.42% water, 23.54%

muscle, 43.20% soft tissue, and 7.15% bone.

Fig. (4.7) shows the results of the simulation on the indexed mouse attenuation

map with two billion photons. The detected primary radiation map embodies a mouse

projection that is apparently quite detailed; the skeleton is nicely revealed and small

features like the ribs are quite apparent. The detected scattered radiation has the form

of a slowly varying bulge roughly centered on the detector, perhaps offset slightly. The

primary map is used to segment the mouse from the background, as we are interested in

the amount of scattered radiation detected in the region behind the mouse. The scatter
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Figure 4.7: Simulated projections of two billion photons on the indexed mouse: a)
primary b) scatt

to primary ratio in this region of interest is S/P = .0097.

It may not be necessary to index the mouse with five materials in order to esti-

mate the scatter. Since the photon attenuation and scattering properties of soft tissue,

muscle, and water are nearly identical, we expect very little difference to result if we

index with just three materials - bone, water, and air. We could alternatively simulate

scattering on a uniform mouse with a weighted average composition; attenuation coef-

ficients, form factors and scattering functions would be formed as weighted sums with
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weight coefficients given by the relative abundances of each of the five material types in

the mouse. This weighted sum requires interpolation of the material data tables, as the

values for different materials are not all specified at the same energies. An even simpler

approach is to consider a mouse composed entirely of water. We take this approach as

it is expected to differ the most from the five material scheme. Fig. (4.8) shows the

results of the simulation with two billion photons on the water mouse. The primary

map is now structureless; it shows well the outline of the mouse and indicates the thick-

ness of the mouse in the beam direction. The scatter map looks very similar to that

resulting from the five-component mouse. The scatter to primary ratio in the region

behind the water mouse is S/P = .0088, slightly less than that for the five-component

mouse. Both simulations find an S/P <
∼ 1%, which should be considered quite small in

the sense that it is probably not statistically correctable. Fig. (4.9) shows the primary

and scatter maps for both mouse objects along the x-voxel = 100 reference line. The

primary radiation map for the five-component mouse projection has noticeable struc-

ture compared to that for the water mouse, but two primary maps have basically the

same shape along this line. The scatter maps for the two mice along the reference line

appear very similar, that from the five-component mouse being perhaps slightly larger.

Note that the scatter is magnified by a factor of 50 so its form can be seen on the plot.

For comparison, we simulate scattering on two other single-component mice - one

composed entirely of bone and the other of soft tissue. Fig. (4.10) compares the primary

and scatter maps for the bone mouse, soft tissue mouse, and five-component mouse
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b) scatt
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Figure 4.9: Simulation with two billion photons on the five-component mouse and water
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Figure 4.10: Simulation with two billion photons on the five-component mouse, bone
mouse, and soft tissue mouse.
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objects along the x-voxel = 100 reference line. The results for the soft tissue mouse are

very close to those for the water mouse. The plot show clearly that bone is the most

strongly attenuating and scattering of the materials considered. The S/P ratio is 0.0287

for the bone mouse and 0.0092 for the soft tissue mouse.
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Chapter 5

Conclusions

The scatter to primary ratio in a micro-CT scanner is apparently much smaller than that

reported for clinical scanners. While we find that S/P <
∼ 14% for scattering through a

24.0mm thick Lucite block that intersects the beam fully, it is only slightly less than 1%

for a typical mouse object. The validation experiment needs to be redone with larger

beam stop sizes in order to minimize the problematic edge effects. S/P should then be

found by extrapolation to zero stop size. Further, more careful consideration needs to

be made of the geometrical shape of the beam and its intersection with the phantom.

Our simulation takes the beam to be located inside the solid angle formed between the

detector point and the detector. For a object that is fully contained inside the voxel

space, this is a fine assumption because no photon outside this region can be scattered to

the detector. In the actual validation experiment however, the Lucite blocks did extend

outside the voxel space. Photons outside the simulated beam region can scatter back to
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the detector, increasing S/Pexpt relative to S/Psim. This is probably not a large effect

but should be taken into account, as it is an obvious source of error. The validation is

still convincing as it stands since there is agreement with the simulation for the large

stop sizes. For these larger stops, the edge effects may be avoided in choosing a region

for tabulation of scattered and primary detected photons. Further refinement of the

code would take into account the finite focal spot size of the x-ray source. This should

blur the edges of beam stops in our simulated projections in a manner similar to that

observed in the experimental data.

The scatter to primary ratio small enough that scatter correction, which is inherently

statistical, is probably not worthwhile. Future applications of this code could involve

untangling beam hardening effects from scatter contamination effects. These two error

sources induce very similar artifacts, namely cupping and streaks, and reduction of im-

age contrast. It would also be relatively simple to simulate SPECT imaging by modeling

the x-ray source characteristics and detector geometry specific for that modality.
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